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Accurate and efficient inference on network traffic through machine learning models is important for many
management tasks, from traffic prioritization to anomaly detection. Existing ML inference pipelines differ
primarily in their feature design: those based on summary flow statistics (e.g., packet sizes, inter-arrival times)
are lightweight and efficient, though they may be less accurate for fine-grained classification, whereas pipelines
that consume features directly from raw packet capture data can achieve higher accuracy but at significantly
greater computational and resource cost. In this paper, we develop Just-in-Time Traffic Inference (JITI), a model
serving system to support fast and accurate network traffic inference in raw packet-capture-based machine
learning inference pipelines. Offline, JITI builds a curated pool of diverse trained models with varied feature and
performance requirements. Online, JITI responds to traffic fluctuations via an adaptive scheduler that selects
the model from the pool that offers the highest accuracy-to-efficiency ratio within system resource limits,
thereby providing inference accuracy comparable to the more complex and resource-intensive packet-capture-
based methods, with minimal efficiency compromise. Using traffic application inference as an example task,
our evaluation shows that JITI improves inference performance by 18% over flow-statistics-based methods;
when benchmarked against state-of-the-art packet-capture-based methods, JITI results in a worst-case drop in
F1-Score of only 12.3%, while reducing the average inference decision time by ~127x.
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1 Introduction

Online network traffic inference is a common practice in network management. Accurate and
prompt inference decisions on traffic flows enable network operators to perform many essential
network operations tasks, from monitoring bandwidth utilization to prioritize traffic (e.g., for
latency-sensitive applications) to ensure quality of service (QoS) or avoid network congestion, for
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capacity and resource planning, or to detect malicious traffic and infer quality of experience (QoE),
and so forth [9, 17, 44, 45, 71, 77, 81, 84-86]. To support these tasks, traffic inference pipelines have
been developed to manage the complete inference process, starting from capturing traffic features,
preprocessing data, and applying trained models to make and deliver inference decisions in real-time.
However, despite advances in inference methods, widespread deployment of inference pipelines on
operational networks still face significant challenges, particularly in balancing trade-offs between
inference accuracy and pipelines’ computational efficiency, especially as traffic volumes increase.

As with any inference task, network traffic inference pipelines aim to maximize accuracy. How-
ever, in real-time environments, the need for timely decisions often imposes trade-offs in inference
accuracy to maintain efficient operation within various constraints. Operational constraints, such
as time-to-decision (TTD)—the total time from receiving the first packet to producing the final
inference result, drive the efficiency of the inference pipeline. Optimizing these constraints en-
hances processing efficiency, reduces operational costs, and improves throughput. While failing to
meet operational constraints does not always lead to pipeline failure, it can result in suboptimal
performance, manifesting as increased latency or reduced throughput. In contrast, system con-
straints impose strict resource limitations, such as memory and CPU capacity, that the pipeline must
adhere to for proper functionality. These constraints establish a performance floor that guides the
optimization of operational constraints. For example, a pipeline’s TTD (an operational constraint)
must be short enough to process incoming traffic faster than it arrives; or packets will be dropped
due to NIC buffer overflows (a system constraint). Effective management of both constraint types
is crucial for maintaining accuracy and efficiency in large-scale, real-time deployments.

Over the past two decades, network traffic inference has evolved from heuristic methods to more
sophisticated machine learning (ML)-based approaches. Early signature-based techniques [66, 78,
90], while efficient and able to conform to system constraints, relied on manually crafted, often
brittle, features that proved less accurate in complex, evolving networks [29]. To address their
limitations, two primary ML-based methodologies have emerged: Flow-statistics-based inference
pipelines (FSIPs) [12, 23, 31, 49, 54, 70] and packet-capture-based inference pipelines (PCIPs) [4, 18,
28, 62, 64, 76,79, 87, 95, 99, 103]. FSIPs utilize engineered summary statistics to maintain efficiency
and low resource demand, i.e., good conformance to operational and system constraints, but can
compromise accuracy due to simplified traffic representations. Conversely, PCIPs apply feature-
based machine learning models directly to raw packet data, significantly improving accuracy at
the cost of high computational overhead, which often violates operational and system constraints
(though these methods, while operating on detailed packet features, should not be confused with true
representation learning techniques, e.g., autoencoders or transformers, which automatically learn
latent, low-dimensional representations). This trade-off between accuracy and efficiency presents
challenges in large-scale, real-time network environments. Recent efforts, such as GGFAST [73],
have attempted to optimize PCIPs, but struggle to generalize across diverse traffic patterns and
system configurations, limiting their applicability in dynamic, real-world scenarios. As of today,
existing solutions struggle to effectively balance the trade-off between inference accuracy and
efficiency in real-time traffic inference pipelines.

In this paper, we address the challenge of designing a flexible and adaptive model-serving system
for traffic inference pipelines that balances inference accuracy and efficiency. To this end, we
introduce Just-in-Time Traffic Inference (JITI), a system that enables efficient and accurate traffic
inference in packet-capture-powered pipelines without being tied to a specific hardware platform,
system, or machine learning algorithm. JITI dynamically adapts to optimize operational constraints
while staying within imposed system constraints by leveraging a dual-stage approach:

Stage 1: Offline Training. Deviating from traditional fixed feature inference models, JITI trains
a pool of models that incorporate varied feature sets to suit different traffic rates and constraints.
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Its heuristic-based feature exploration algorithm applies approximation techniques to quickly
zero in on crucial features for a robust and efficient model set. For further adaptability, JITI also
incorporates an add-on feature for adaptive batch sizes over static sizes, designed to mitigate timing
uncertainties in inference model executions.

Stage 2: Online Adaptation. In real-time scenarios with fluctuating traffic rates and resource,
JITI deploys an adaptive scheduler to perform constraint-bounded model selection. This scheduler
leverages measured information to pick the most balanced trained model and batch size that
(1) satisfies current system constraints and traffic rate, and (2) provides the highest accuracy-to-
efficiency ratio, optimizing both accuracy and operational constraints.

We evaluate the effectiveness of our approach using application identification from network
traffic as an example inference task. Application identification is an important function in network
management for categorizing flows into corresponding applications that generated them, requiring
both accuracy and efficiency to enable real-time decision-making for operations such as traffic
prioritization and malicious traffic detection. Our results indicate that JITI remains optimal in both
accuracy and operational constraints under various traffic rates and system constraints for the task.
JITI consistently balances the trade-off between inference accuracy and efficiency by outperforming
conventional PCIPs by ~127x in terms of time-to-decision, i.e., operational constraints, while largely
preserving inference accuracy that is at least 18% higher than FSIPs. We also verify that JITI is able
to deliver efficient and accurate inference within system constraints such as system memory and
CPU capacity. To foster future research, we open-source JITI's implementation.!

Ethics. This work does not raise any ethical issues.

2 Motivation

In this section, we examine the motivation behind this work by analyzing the necessary trade-offs
between accuracy and constraints in a representative inference task: early application identification.
Network traffic inference tasks—such as anomaly detection, intrusion detection, and malware
classification—demand timely and accurate traffic flow classification. High accuracy is crucial to
prevent performance degradation and security risks. At the same time, inference pipelines must
comply with operational constraints, such as time-to-decision (TTD) for real-time decision-making,
and system constraints, such as memory limitations. However, our case study reveals that existing
state-of-the-art approaches fail to effectively balance accuracy and efficiency.

2.1 Existing Methods

We evaluate existing methods, i.e., inference pipelines, using only the first few packets per flow, as
prior work shows this suffices for ML tasks [12, 20, 40, 46, 60, 94]. Our analysis (Section 3.1) confirms
that additional packets offer minimal accuracy gains. A typical inference pipeline is composed of
several key stages in inference pipelines, including preliminary data collection operations, such
as capturing the traffic and dumping into pcaps, and more ML-oriented procedures, including
preprocessing (from extracting raw features from the captured traffic to converting these features
into a format suitable for models) as well as using trained models to perform inference on flows
with the processed features. We aim to evaluate the accuracy and efficiency of the ML components,
i.e., the latter stages of the pipelines.

Flow-statistics-based Inference Pipelines (FSIP). FSIPs, inspired by heuristic-based tech-
niques, infer traffic behavior using computed flow statistics such as throughput and inter-arrival
times (IAT). One of the first papers to propose early application identification, Bernaille et al. [12]
employs Gaussian Mixture Models (GMM) to cluster flows based on packet sizes (pkt_len) and IATs

!https://github.com/noise-1ab/JITI
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Fig. 1. Inference pipeline performance with increasing traffic rates.

from the first four non-zero packets of a TCP connection. Conversely, more modern FSIPs, such
as SwiftIDS (LightGBM) [48], Lai20 (XGBoost) [53], and Flowrest (Random Forest) [6], leverage
advanced ML models and a broader set of flow statistics (e.g., duration, bytes, and packets, etc.)
collected from the first handful of packets of a flow. Other approaches, like GGFast [73], perform
more complex tasks to perform traffic classification. However, we exclude these pipelines from our
analysis, as they require up to 50 packets per flow, contradicting our goal of real-time, early traffic
identification.

Packet-capture-based Inference Pipelines. Recent ML-based traffic inference pipelines, partic-
ularly PCIPs, leverage raw packet captures (e.g., pcaps) for deeper traffic analysis, uncovering hidden
patterns that enhance inference accuracy. Prominent PCIPs include Isingizwe21 (LightGBM) [41],
IIsy (XGBoost) [101], and pForest (RF) [19], which use similar algorithms as FSIPs. Tree-based
models remain also popular for network traffic classification due to their strong accuracy and lower
training costs compared to deep learning approaches [7, 42]. There also exists CNN-based PCIPs,
such as Deep-Packet [62] where they extract the first 1,500 bytes of each packet and use a majority
vote across three packet-level inferences for final flow classification. We focus here on FSIPs and
PCIPs as representative baselines, while broader discussions of efficiency-oriented methods, adap-
tive inference serving, and in-network traffic analysis systems are deferred to Section 5, since they
provide contextual background rather than direct motivation.

2.2 Accuracy and Efficiency Trade-offs

We implement the presented approaches and evaluate their accuracy and efficiency tradeoffs. To
avoid bias from particular implementation choices, we standardize raw feature extraction using
nPrint[39] for packet captures and dpkt/scikit-learn[72] for flow statistics across all pipelines.
Similarly, we adopt standard ML libraries, including scikit-learn, MXNet[22], and PyTorch[69],
except for Deep-Packet, which requires its original sparse matrix preprocessor. This exception also
helps us confirm the preprocessing step as the efficiency bottleneck across diverse preprocessing
and model implementations. We evaluate the selected pipelines on a curated dataset of 20,000 flows
from ten major applications, splitting it into 10,000 flows for training (80/20 train/validation) and
10,000 for testing. The testing traffic rate varies from 10 to 7,000 flows/second, sampled randomly
from the test set. We analyze performance based on weighted F1-score, TTD, and in-use memory as
an example system constraint. Here, traffic rate refers to the number of flows processed per second.
For clarity, we report averaged results from the most balanced methods with minimum accuracy-
efficiency trade-offs as calculated via harmonic means. We present detailed dataset descriptions
and comparisons across all methods in Section 4.

Accuracy vs Operational Constraints. An operational constraint refers to metrics that gauge
the processing efficacy of the inference pipeline, where failing to optimize them results in suboptimal
efficiency rather than complete failure. An ideal inference pipeline aims to maximize accuracy while
optimizing these operational constraints to ensure timely and efficient operations. In this paper,
we focus on time-to-decision (TTD) as a key operational constraint. TTD measures the total time
from the start of preprocessing to the final inference decision. While minimizing TTD is critical for
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real-time applications, failing to do so does not break the system, but it may lead to delays that
degrade the pipeline’s effectiveness for downstream tasks. Figure 1a shows that while the FSIP
Bernaille06 achieves lower accuracy, it significantly outperforms PCIPs in TTD, with DeepPacket
(CNN), a PCIP, taking 855x longer on average.

Key Observation @®. Accuracy and efficiency trade-offs are evident, with higher accuracy incur-
ring greater operational and system costs. For baseline pipelines, TTD grows roughly linearly with
traffic rate because the per-flow processing time is relatively fixed and, without adaptive batching,
flows are handled sequentially. As the arrival rate increases beyond the classifier’s capacity, flows
accumulate in the input queue, leading to proportional increases in TTD and, under persistent
congestion, eventual flow drops. In this experiment, however, we run for a finite duration and
assume unlimited memory, so the average TTD exhibits a linear growth with the input traffic
rate. The primary bottleneck in PCIPs is feature preprocessing, which accounts for over 99% of
Isingizwe21’s (LightGBM) TTD. In a 3,500-flow inference, only ~5% of TTD is spent on feature
extraction and encoding, while 95% is dedicated to data aggregation (vector padding and batch
merging). Feature preprocessing also drives system resource bottlenecks, such as memory overhead.
PCIPs, requiring over 3,000 features from the first three packets per flow, contrast sharply with
FSIPs, which use fewer than 10 features.

Accuracy vs System Constraints. A system constraint refers to resource limitations that an
inference pipeline must strictly adhere to, as violations can cause failures or crashes. An ideal
pipeline maximizes accuracy while staying within these constraints. We use in-use memory as an
example, given its relevance across networked environments. Small to mid-sized devices, such as
routers, operate within a few gigabytes of memory, while even large ISPs and data centers face
challenges scaling to handle thousands of flows per second [10, 26, 35, 98]. This underscores the
universal impact of system constraints, irrespective of infrastructure size. While PCIPs achieve
higher accuracy (F1-Score of 0.959 on average), they demand significantly more memory than FSIPs.
Figure 1b shows that PCIPs (Isingizwe21 and Deep-Packet) consume 38X and 163X more memory,
respectively, compared to the FSIP Bernaille06. Our system, while demonstrated using memory,
applies to other constraints as discussed in Sections 3.3 and 4.4.

Key Observation @. More accurate models demand higher computational complexity, signifi-
cantly increasing resource consumption and potentially causing resource exhaustion in constrained
environments. As traffic rates increase, operational and system costs scale accordingly. Despite
modern server capabilities, adherence to these constraints remains critical, as illustrated by baseline
pipelines in the figures. Managing these trade-offs is essential for scalable, real-time traffic inference.

In this paper, we explore and balance these trade-offs by introducing a traffic inference system
that retains the high accuracy of PCIPs while achieving better efficiency, approaching that of FSIPs.

2.3 Deployment Scenario and System Constraints.

We ground our work in the context of high-load access networks, such as large campus networks,
which are representative of environments studied in prior work like FastFlow [8] and Traffic
Refinery [15]. These access networks carry substantial bandwidth (e.g., a 40 Gbps link in Traffic
Refinery) but are particularly challenging because they exhibit peak new flow arrival rates of
approximately 15,000 flows per second. We adopt this scale in our evaluation in Section 4, as it is
corroborated by real-world backbone traffic statistics from the CAIDA Chicago monitor [1, 35],
which report similar average rates. This workload setting places our design in the operational
realities of production-scale access networks. In addition, we assume that these inference pipelines
operate in environments with fixed, provisioned resources, i.e., CPU and memory are not elastic. The
operational challenge is therefore not about scaling out additional resources, but about dynamically
adapting to varying traffic loads under static system capacities. This assumption emphasizes
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Fig. 2. Just-in-Time Traffic Inference (JITI) system overview.

the importance of balancing inference accuracy with efficiency while respecting strict system
constraints, and it provides the core motivation for our adaptive approach.

3 Just-in-Time Traffic Inference

Our findings show the need for balancing accuracy and efficiency under variable system constraints

is crucial to maintaining performance. We introduce Just-in-Time Traffic Inference (JITI), a system

that maintains a curated pool of trained models with different feature specifications, allowing

inference pipelines to swap models based on resource availability and traffic conditions. Additionally,

JITI supports dynamic batch sizes, providing further adaptability to fluctuating traffic loads and

constraints. As Figure 2 shows, the system design integrates a three-stage pipeline:

(1) Offline Bootstrapping: A heuristic feature exploration algorithm approximates balanced feature
combinations, generating a pool of inference models with varying feature sets (Section 3.1).

(2) Offline Profiling: Models are assessed for accuracy and efficiency at different batch sizes for the
target system (Section 3.2).

(3) Online Inference: An online adaptive scheduler monitors traffic rates and system constraints,
dynamically selecting the optimal batch size and inference model/features to serve (Section 3.3).

3.1 Heuristics-based Feature Exploration and Inference Model Generation

The accuracy and efficiency of network traffic inference pipelines stems as much from the chosen
inference model as from the input features. First, JITI identifies optimal feature subsets from a large
candidate pool to generate a set of inference models with different accuracy-efficiency profiles.

Preliminary Feature Abstraction and Selection. Building a pool of models requires first
choosing the set of candidate features to explore. These features are typically derived from domain
expertise or determined by the capabilities of the traffic collection tool. In this implementation
of JITI, we use nPrint [39] to encode raw packet captures into standardized bit-level features,
leveraging its flexible feature subscription interface. In nPrint, each packet is normalized into
a binary format that preserves its semantics through one-hot-encoding of header field values,
providing an effective baseline for feature exploration. Yet, future implementations can replace
nPrint with alternative encoders without affecting JITI’s functionality. Encoding packet captures
at the bit level significantly expands the feature space (i.e., every bit in the first few packets
represents a single feature), complicating efficient feature exploration. Standard ML-ready bit-
level representations can exceed 1,000 features per packet (e.g., UDP header bits are recorded
even for TCP packets). To address this, we apply network domain knowledge, grouping bit-level
features within the same semantic category (i.e., identical header fields) into a single feature for
selection. However, bit-level granularity is preserved for preprocessing, training, and inference.
This abstraction reduces the feature space to 37 key features, including header fields and packet
payloads as shown in Table 1.

We exclude from candidate features the packet payload, as its TLS encryption introduces noise
that hampers inference. Similarly, we exclude features prone to overfitting, such as IP addresses
and ports, due to their specificity to local networks and reduced generalizability. We focus on
header fields from the first three packets of each flow. Initial packet headers capture critical details
such as protocol type, session initialization, and metadata, and they provide sufficient accuracy
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according to our tests and the literature. For instance, increasing to 10 packets per flow in Isingizwe21
(LightGBM) [41] improves the F1-score by less than 0.4% while tripling the feature space. For flows
with fewer than three packets, we pad missing bit-level features with —1. This selection results in
32 abstracted features for feature exploration and inference model generation as shown in Table 1.

Limitations and Alternatives to nPrint. Our choice of nPrint prioritizes maximizing accuracy
from packet headers, but it introduces two considerations. The first is the potential negative impact
that nPrint’s fine-grained traffic feature representation can have on computational overhead, online
profiling efficiency and TTD during online feature extraction. Lighter-weight alternatives, such
as packet series—sequences of packet sizes, directions, and inter-arrival times—offer compact
representations that can be advantageous in resource-constrained scenarios or for tasks where
timing features are critical. In cases where packet-series features are preferable or better suited to
the task, JITI can be applied to pipelines based on packet series as well. Another consideration is
the risk of involving features that may lead to overfitting, since nPrint exposes a wide range of
header fields and some ( e.g., checksums, TCP seq ack numbers) can act as shortcuts. However,
users can decide which fields to include, so this is a risk to manage rather than a built-in limitation.
In our study, we include them because our dataset spans multiple vantage points and a mix of
services and operating systems, mitigating the risk of overfitting.

JITI is Representation-Agnostic. Regardless of the feature representation chosen or whether
potential overfitting features are included or discarded, the JITI framework can operate seamlessly.
Its core lies in the adaptive scheduling system, which selects models using pre-computed perfor-
mance metadata—accuracy, TTD, and resource costs—without relying on raw traffic features. Offline
profiling measures these metrics across candidate models, and the online scheduler selects the
optimal model for the current context. Because this process relies solely on performance metadata,
it can accommodate any feature type or granularity, including nPrint, packet series, or hybrid
representations. This decoupling allows JITI to systematically select feature subsets from any
representation. In this way, JITI provides a flexible framework that allows practitioners to tailor
feature selection and model deployment to the specific requirements of their environment or task.

Heuristic-Based Feature Exploration. After selecting candidate features, JITI identifies opti-
mal feature combinations to maximize (1) accuracy-to-operational-cost and (2) accuracy-to-resource-
utilization ratios. A high accuracy-to-operational-cost ratio ensures efficiency (e.g., minimizing
TTD), while a high accuracy-to-resource-utilization ratio enables operation within strict resource
limits (e.g., memory or CPU capacity). A naive approach to obtain these combinations would
consist in exploring all possible feature combinations and select the top feature subsets that yield
the highest ratios. However, this proves impractical, requiring the training and evaluation of
2 (%) = 2% -1 ~ 4.29 x 10° models in our implementation. While non-exhaustive search
methods exist, such as hill climbing [2, 34, 38, 83], they reduce search complexity but still require
training and evaluating multiple intermediate models, often converging to suboptimal solutions
due to local optima. For example, in our experiments, hill climbing yields F1-Scores 0.0834 and
0.0871 lower than XGBoost’s and RF’s global optima, respectively. Our experiments show that hill
climbing frequently under-performs across all models, particularly for smaller feature sets.

We address this challenge by leveraging two key observations. First, there is a strong correlation
(coefficient = 0.753) between permutation-based feature importance and the marginal accuracy
gain observed when adding each feature to a model trained with all 32 features. This suggests
that higher-importance features have a more direct and predictable impact on model accuracy.
Second, feature size significantly affects efficiency, with a near-perfect correlation (coefficient = 0.99)
between the total number of bits in a feature subset and the resulting overhead in both operational
and system constraints. Larger feature sets increase resource consumption and reduce processing
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Table 1. Abstracted header-level features after pre-
liminary and heuristic selection.

efficiency. However, by carefully balancing feature importance and size, we can effectively mitigate
these efficiency trade-offs.
Given these observations, we ap-
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to frame the feature selection process Fig. 3. Heuristic-based feature exploration.

as a constrained optimization problem: maxscr Y ;cs %, s.t.|S| < n, where F is the full feature
set, S is a selected subset, FI; represents the permutation feature importance of feature i, and Bits;
denotes its corresponding bit size. To efficiently approximate the solution, we implement a heuristic-
based algorithm (Figure 3) that ranks features by trade-off severity, constrains the search space, and
selects efficient feature subsets. First, we compute the ratio Bf—f’sl for each feature and rank them
in descending order, prioritizing those that maximize accuracy while minimizing operational and
resource costs. This greedy ranking criterion reduces the search space, ensuring bounded complexity
over exponentially growing exhaustive search. Next, we control the pool size using two parameters:
sizes (permissible feature set sizes) and numcompos (distinct subsets per size). Given numcompos = k
and sizes = {s1,52, ..., Sm }, the total number of models is pool_size = k - m. This formulation ef-
ficiently samples the feature space, avoiding exhaustive evaluation on all possible subsets and
requiring only a single model training, unlike hill climbing, which demands multiple intermediate
trainings (e.g., 45 model compilations for a 9-feature set), significantly reducing overhead. Finally,
for each s € sizes, we iteratively select the top numcompos subsets of size s that maximize the sum
of % This ensures an adaptive balance between accuracy and efficiency under different system
constraints. By leveraging strong correlations in feature importance and size, our selected subsets
consistently yield models with F1-Scores exceeding 0.90, outperforming the often inconsistent hill
climbing approach. Simultaneously, this guarantees a balanced feature subset selection, ensuring that
selected models achieve high accuracy without excessive resource consumption. Table 2 provides a
summary of the remaining features after heuristics-based selection.

Inference Model Generation. JITI utilizes the computed feature subsets to generate the
inference models to pass to the next step in the pipeline. Our approach focuses solely on feature
selection rather than model architecture. Thus, the choice of ML algorithm is secondary to its
effectiveness. To ensure comprehensive evaluation, we implement three ML algorithms—LightGBM,
XGBoost, and Random Forest (RF)—allowing direct comparison with baseline pipelines.
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Algorithm 1 Adaptive Scheduler

Input: traffic rate, resource availability; Data: accuracy and efficiency measurements

1: candidates — 0 > Initialize an empty list
2: for each combination in Da]taTgo Be)
N; (B, R, TTDC) « [ =555, 1

4 RES; (N;,RESc) « N; - RES¢ > Combination system resource requirement
5 if RES; (N;, RESc) < System resource availability then

6: candidates.append(combination)
7
8

> Maximum concurrency

: if len(candidates) # 0 then

opt_combination (Kop;) < candidates[0]
9. Fl—Score(Kgpt)
: opt_score «— TTDC (ropt Br)
10: for each candidate(k) in candidates[1 :| do
F1-Score(x)

11: current_score « TTDC(xBy)
12: if current_score > opt_score then
13: Kopt < K > Update most balanced combination

14: return opt_combination

3.2 Accuracy and Efficiency Measurements at Varying Batch Sizes

After generating the inference models, JITI profiles the models and determines their accuracy and
efficiency at different batch sizes and number of classifier instances on the target system.

Adaptive Batch Size. Batch size, defined as the number of traffic flows captured before initiating
an inference pipeline instance and serves as a key hyperparameter for optimizing efficiency. While
prior work [27, 58, 102] has optimized batch size to minimize model execution time, existing
approaches do not dynamically adjust batch size to balance operational and system constraints.
However, simply linearly increasing batch size proportionally to traffic rate can lead to excessive
overheads at high traffic volumes. In contrast, an adaptive approach that dynamically adjusts batch
size based on real-time traffic conditions, forecasting fluctuations and processing traffic without
waiting for a complete second, thereby reducing operational constraints.

Number of Inference Instances. While increasing batch size can improve system throughput,
it is not an effective strategy for reducing time-to-decision. Although larger batches decrease
per-inference processing time, the overall TTD remains limited by the time needed to collect all
inputs before inference begins. However, if sufficient system resources (e.g., memory, CPU) are
available, leveraging multi-core architectures and running multiple inference instances in parallel
can overcome this bottleneck. By distributing inference across multiple pipeline instances, the
system can process inputs concurrently, significantly reducing TTD and improving efficiency.

Profiling of System Resource Requirements. Given inference models, maximum batch sizes
and number of parallel instances, JITI collects offline measurements to build a accuracy-efficiency
map for available models. These measurements inform the adaptive scheduler (presented in the
next section), which selects the optimal batch size and model configuration. For any batch size
B and inference pipeline C, we define: (1) End-to-end processing time: TTD¢(B); and (2) the
resource requirement for a classifier instance: RES¢(B). Additionally, we take into consideration
that multiple inference instances may run in parallel if the pipeline’s TTD exceeds the batch fill-up
time and sufficient system resources (e.g., memory, CPU) are available. In this case, the total resource
requirement is the aggregate needed to sustain concurrent execution without failure or delay. Thus,
given batch size B; and traffic rate R; at time T;, the maximum number of concurrently running

instances of C is N;(B;,R;, TTD¢) = [%ﬁ’)

RES;(N;, RESc) = N; - RESc. For any inference pipeline instance with a trained model and fixed
batch size, its resource demand can be computed accordingly. For example, in our evaluation of
FSIPs and PCIPs, where batch size is set equal to traffic rate (B; = R;), the total system resource
requirement simplifies to [TTD¢(B; = R;)] - RESc(B;).

w. The total system resource requirement is then
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3.3 Adaptive Scheduler

Given the pool of inference models (each with different feature sets) and their corresponding
efficiency and accuracy measurements, we introduce an adaptive scheduler that continuously
monitors traffic rate and resource availability to dynamically select the model and batch size that
optimize the trade-off between accuracy and efficiency.

Selection Objective. For a given traffic rate R;, the scheduler seeks to determine the optimal
combination of inference model C and batch size B that maximizes accuracy while minimizing
operational constraints. Formally, this can be expressed as (C*, B*) = argmax g %Cg)) subject to
system resource constraints (RES; (N;, RES¢c) < RES;4x), where ACCc(B) represenfs the accuracy
of model C at batch size B, OC¢(B) is the operational cost, and RES;(N;, RESc) denotes the total
system resource requirement. The scheduler employs an iterative optimization approach, evaluating
accuracy-efficiency trade-offs across the available configurations to select the optimal combination.

Minimum F1-Score Requirement (z). The scheduler prioritizes maximizing the accuracy-to-
operational-cost ratio but does not inherently enforce a minimum accuracy threshold. In real-world
deployments, a minimum acceptable F1-Score (MFR) may be required. To accommodate this,

we introduce a tunable parameter p, ensuring that only model-batch combinations satisfying
ACCc(B)

ACCc(B) = p are considered: (C*, B*) = argmax ¢ OCeB)

ACCC(B)2p
the scheduler selects the configuration with the highest achievable accuracy. The default p = 0

implies no MFR, and the accuracy metric can be replaced with alternative evaluation criteria
in future implementations. Algorithm 1 outlines the scheduler’s operation after enforcing the
MFR. Given system constraints, the scheduler evaluates resource requirements at the current
traffic rate and eliminates infeasible configurations. For instance, if memory availability is 5 GB
and traffic rate is 1,500 flows/sec, a combination with TTD = 1.2s, batch size = 500, and unit

. If no combination meets p,

memory requirement = 2 GB is discarded, as its total memory demand ([ﬁ] X 2 = 7.2 GB)

exceeds availability. After filtering, the scheduler iteratively selects the configuration maximizing
the accuracy-to-operational-cost ratio. The chosen inference model and batch size dictate traffic
inference, dynamically adapting as traffic rates and resource availability fluctuate. Designed for
practical deployment, our implementation of the scheduler operates efficiently within 37 MB of
memory and makes decisions in under 10 milliseconds. Since it processes only precomputed tabular
data, increasing the model pool size has minimal execution overhead.

4 Evaluation

We evaluate the performance of JITI against state-of-the-art inference pipelines. We focus on the
early application identification task previously introduced, and perform flow-level application
identification on a network traffic flow dataset. Our experiments show that, under both resource-
rich and resource-scarce environments, JITI balances accuracy and efficiency, achieving better
inference results than FSIPs while maintaining better operational constraints, i.e., lower TTD, than
conventional PCIPs. Further, we explore the robustness of the system by profiling its behavior
under varying traffic rates and system constraints, using memory and CPU availability as examples.

4.1 Evaluation Setup

Prototype, Baselines, and Experimental Setup. We implement JITI’s prototype, as well as all
baselines introduced in Section 2 for comparison. We implement raw feature extraction using
nPrint [39] for packet captures and dpkt/scikit-learn [72] for flow statistics. We adopt standard
ML libraries, including scikit-learn, MXNet [22], and PyTorch [69], except for Deep-Packet, which
requires its original sparse matrix preprocessor. Finally, we conduct all experiments on a machine
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Macro Ser- Total Application La- Collection Type Method F1 TTD (s)
vices Flows bels (Flows) Date
- - Bernaille06 [12] 0.39 0.04

Yldeo Stream- 9465 Netflix (4104), 2018-06-01 ESIPs Lai20 [53] 0.72 1.08

ing [16] YouTube (2702), Flowrest [6] 0.72 0.63
Amazon  (1509), SwiftIDS [48] 0.67 0.06
Twitch (1150)

Video Confer- 6511 MS Teams (3886), 2020-05-05 JITI(XGB) 0.85 1.66

encing [65] Google Meet JITI(RF) 0.86 0.49
(1313), Zoom JITI(LGB) 0.86 0.24
(1312) PCIPs IIsy [101] 0.95 95.13

Social Media 3610 Facebook (1477), 2022-02-08 pForest [19] 0.94 96.33
Twitter (1260), In- Isingizwe21 [41] 0.94 96.10
stagram (873) Deep-Packet [62] 0.98 30.50

Table 3. Summary of the network traffic flow dataset: ~ Table 4. Evaluation: JITI achieves best tradeoff in F1
10 applications across three macro service types. and TTD.

running Ubuntu 20.04.4 LTS, Linux 5.4.0-135-generic kernel, and x86-64 architecture. It features an
AMD EPYC 7502P 32-Core Processor with 64 threads, operating at 1.49GHz base and 2.5GHz boost
clock speeds. All inference pipelines in this study default to distributing workloads across available
cores for parallel computing.

Operational and System Resource Constraints. To replicate real-world requirements, we
enforce both operational and system resource constraints. As an operational constraint, we focus
on time-to-decision (TTD), which measures the responsiveness of the inference pipeline. Minimizing
TTD is crucial for real-time systems, where processing delays can lead to suboptimal results.
However, exceeding the TTD threshold does not necessarily cause system failure. For system
resource constraints, we consider two key factors. First, memory requirements serve as a primary
example. Memory optimization is particularly important in traffic inference, where real-time systems
process large data volumes. This includes memory used during inference, including intermediate
storage for preprocessing (including raw feature extraction and transformation into ML-compatible
formats), model loading, and inference. We measure memory usage (including both RAM and swap
space) using Linux cgroup controls and ensure stable pipeline operation without excessive TTD or
premature termination. For concurrent instances, we compute the total memory requirement, as
discussed in Section 3.2. Second, we demonstrate that JITI can readily accommodate additional
constraint metrics by profiling its behavior under varying CPU capacity constraints.

Dataset. We evaluate using a curated dataset (Table 3) comprising pcap files collected over
multiple dates, covering traffic flows from ten applications across video streaming [16], video
conferencing [65], and social media. These traces are widely used for networking tasks such as
latency analysis, QoE inference, and application identification. To preprocess the dataset, we: (1)
Extract DNS queries to identify application-related IP addresses. (2) Filter traffic to retain only
packets associated with these IPs. (3) Segment traffic into individual flows based on the 5-tuple
attributes (source/destination IPs and ports, transport protocol). Each flow is labeled with its
respective application (e.g., Netflix, Zoom) for inference accuracy evaluation. Since all traffic is
TLS-encrypted, we aggregate flows into a unified dataset for benchmarking JITI and baseline
pipelines.?

4.2 Accuracy in Unconstrained Environments

We first evaluate JITI’s accuracy and efficiency in resource-rich settings, performing application
identification on traffic flows ranging from 100 to 15,000 flows/second, following the deployment
scenario described in Section 2.3. To emulate different traffic rates, we randomly sample and
aggregate flows from the test set. We compare JITI’s accuracy against both the FSIPs and PCIPs

2All traces used in this paper are sanitized and contain no personally identifiable information (PII).
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tional PCIPs. flows/sec.

Fig. 4. Throughput and memory usage comparison of JITI against baselines under increasing traffic rates.

detailed in Section 2. We consider feature set sizes ranging from one to nine, with 10 combinations
per size—yielding a pool of 90 inference models. The feature set size is capped at nine, as additional
features introduce high overhead with diminishing accuracy gains. With finer-grained abstraction,
this limit can be adjusted. Example inference models from this pool are in Appendix A, Table 5.
JITI Outperforms PCIPs in TTD. Table 4 shows that all JITI implementations significantly
reduce TTD compared to PCIPs, approaching FSIP levels. The fastest JITI implementation (Light-
GBM) achieves a TTD of 0.24s, over 2X faster than Deep-Packet (CNN), the fastest PCIP. To interpret

TTD in a network-centric way, we express it as inference throughput—the number of flows an

inference pipeline processes per second post-capture. Throughput is derived as %,

lower TTD increases throughput. For instance, if 7,000 flows are captured per second with a TTD
of 1.4s, inference throughput is 5,000 flows/s, covering 71.4% of the traffic rate. Figure 4a shows that
JITI (LightGBM, RF) matches the FSIP throughput upper bound and outperforms PCIPs by nearly
50x at 15,000 flows/s. With p set at 0.85 and 0, JITI maintains high throughput by dynamically
selecting models with optimal accuracy-to-operational-cost ratios and running as many instances
of the chosen inference pipeline (with the selected inference model) as required since no memory
constraint is enforced. This allows JITI to scale with traffic demand, sustaining near-maximal
throughput when resources permit. Although the inference throughput (i.e., the number of flows
preprocessed and predicted within a second post data collection) may reach 100%, the actual TTD
may be less than one second. As Table 4 indicates, there are cases where our system implementation
meets the upper bound throughput but has a higher average TTD than the FSIPs. We carry out
analysis on TTD variations in Section 4.4. Despite this, all JITT implementations still surpass all
evaluated PCIPs with considerably lower average TTDs. In some cases, XGBoost-based inference
models/pipelines, including the JITI implementation, show reduced throughput, i.e., higher average
TTD, than those using other algorithms. This agrees with past work [13, 21, 50, 74], suggesting that
XGBoost models tend to exhibit slower inference speeds given high traffic volume and complexity.

JITI Achieves Higher Accuracy Than the FSIPs. We evaluate JITI’s inference accuracy
against existing pipelines. As expected, PCIPs generally achieve higher F1-Scores than FSIPs,
with Bernaille06 (GMM) performing the worst at 0.39. With p set to 0.85, the most accurate JITI
implementation (LightGBM) achieves an average F1-Score of 0.86—just 0.12 below Deep-Packet
(CNN), the best-performing PCIP (Table 4). All JITI variants outperform the best FSIP by at least
18%, and even with p = 0, JITI maintains a strong average F1-Score of 0.82—13.9% higher than the
FSIP baseline.

where
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(a) JITI improves accuracy as MFR () increases, until (b) Higher MFR (i) triggers selection of more complex
no model in the pool can satisfy the requirement. models from the pool, increasing TTD.
Fig. 5. JITI’s performance sensitivity to changes in MFR.

To understand how JITI adapts under varying accuracy demands, we conduct a detailed sensitivity
analysis of the minimum F1-score requirement (MFR, ), with results shown in Figures 5a and 5b.
We incrementally varied p from 0.80 to 0.95 (in 0.005 steps) under a traffic rate of 15,000 flows/second
and no memory constraints. As illustrated in Figure 5a, increasing y prompts the adaptive scheduler
to select the most accurate model from the pool that satisfies the current threshold while minimizing
computational cost. In our experiments, JITI is able to meet accuracy requirements up to an F1-
Score of 0.91, beyond which no available model satisfies the target. In such cases, the scheduler
defaults to the most accurate model in the pool. This limitation can be alleviated by increasing the
poolsize to include models with richer feature sets. Figure 5b further demonstrates that higher p
values inevitably lead to increased TTD, as the system selects more complex models with higher
feature-processing overhead. Finally, we compare JITI to fixed-feature LightGBM-based PCIPs in
Appendix A.1, showing that JITI consistently achieves a superior balance between accuracy and
efficiency through its adaptive model selection and scheduling. These results highlight that, absent
system constraints, JITI outperforms PCIPs in TTD/throughput, i.e., operational constraint, and
FSIPs in inference accuracy.

4.3 Suitability for Resource-Constrained Environments

Our results show that in unconstrained settings, the fastest JITI implementations achieve low TTD
(100% throughput) and high accuracy across all evaluated traffic rates. We now assess whether JITI
maintains this balance under limited system resources, using memory as the primary constraint.
The evaluation ranges from 500 to 7,000 flows/second and we test JITI both with and without
setting an explicit minimum F1-Score requirement.

JITI Requires Significantly Less Memory Than PCIPs. Figure 6 shows that JITI consistently
requires far less memory than PCIPs across all traffic rates, reducing the risk of memory exhaustion.
The most efficient implementations (LightGBM, RF) even use less memory than Bernaille06 (GMM),
an FSIP. Compared to SwiftIDS (LightGBM), the least memory-intensive FSIP, JITI requires only 1.7x
more memory at 7,000 flows/s, while the most efficient PCIP (Isingizwe21) demands 974x more. JITI's
efficiency stems from its heuristic-based inference model generation, which optimizes operational
cost and resource use. The scheduler selects models that minimize memory consumption, making
JITT highly suitable for memory-constrained deployments. Fine-grained memory comparisons of
example pipelines are in Figure 4b.

Imposing a Minimum F1-Score Requirement Increases Memory Requirements. Allowing
JITI to operate without a minimum F1-Score requirement (¢) minimizes memory usage but results
in lower accuracy (F1-Score = 0.82). Setting p = 0.85 increases memory demand to sustain high
throughput (Figure 6), as more accurate models require additional features, increasing memory
consumption during preprocessing and inference. However, JITI's memory use remains comparable
to FSIPs and far lower than PCIPs. At 7,000 flows/s, a LightGBM-based JITI implementation with
p = 0.85 still requires ~120x less memory than PCIPs.
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Fig. 7. Evaluation of JITI’s trade-off handling and behavioral adaptability.

JITI Balances Accuracy and Efficiency with 100% Throughput. We further assess JITI's
ability to balance accuracy and efficiency under memory constraints, evaluating F1-Score and TTD

at traffic rates up to 15,000 flows/s. Focusing on the LightGBM-based JITI with y = 0.85, we find

it achieves the best trade-off between inference throughput ( tmefT#) and accuracy. Using the

same selection methodology, we compare JITI to Flowrest (RF) and IIsy (XGBoost) as representative
FSIP and PCIP baselines, along with Bernaille06 (GMM) and Deep-Packet (CNN). As Figure 7a shows,
JITI consistently maintains high F1-Scores and low TTD (high throughput), unlike baselines that
trade off one metric for another. By dynamically selecting inference models and batch sizes, JITI
optimizes for both accuracy and efficiency without compromising either.

4.4 Behaviors Under Varying System Constraints and Traffic Rates

Finally, we evaluate JITI behaviors under changing memory constraints and traffic rates to reflect
realistic deployment where traffic rates (and hence memory demands) change during the course of
a day. To simplify presentation, we use the JITI implementation with LightGBM for subsequent
analysis. Observed behaviors generalize across JITI implementations as the choice of ML algorithms
doesn’t significantly affect its accuracy and efficiency, as shown in Table 4.

JITI Adjustments Facing Varying Memory Availability. To assess the influence of memory
accessibility on JITI’s behavior, we conduct experiments at a fixed traffic rate of 15,000 flows/second
while gradually increasing the memory available to JITL The selection of the traffic rate is arbitrary
as the goal of this experimental setup is for us to isolate and discern the relationship between
memory availability and the system’s behavior. In all subsequent results, the inference throughput
maintains a consistent 100% of the incoming traffic rate. Experiments are conducted with MFR (p)
set to 0 and 0.85 in F1-Score.
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As shown in Figure 7b, regardless of whether the MFR is set, JITI exhibits gradual increases in
memory utilization and reductions in batch size as the system memory availability increases. This
is in line with the scheduler’s objective to maximize the accuracy-to-operational-cost ratio because
reducing the batch size and choosing inference models with smaller feature sets can both lead to
a decrease in TTD. However, this behavior results in an increase in memory usage, as a reduced
batch size results in more concurrent inference pipeline instances. At an MFR of 0.85, batch sizes
are typically larger. In this case, the inference model selection process becomes less flexible due to
the necessity of selecting models with better accuracy and, consequentially, more memory usage
per pipeline instance. As a result, the system opts for larger batch sizes to reduce the number of
concurrently running instances and to conform to the available memory constraints. Also note
that the observed memory utilization exhibits jumps instead of a smooth increase with available
memory. This behavior stems from the granularity of evaluation batch sizes; finer-grained batch
sizes in real implementations can rectify this and avoid potential memory under-utilization.

JITI Adjustments Facing Varying Traffic Rate. Following the same approach, we examine the
effects of traffic rate on JITI by gradually increasing the traffic rate from 100 to 15,000 flows/second
while fixing the memory availability at an indicative capacity of 10 GB (similar results are observed
at different memory capacities). We observe that the system increases its batch size as the traffic
rate grows as shown in Figure 9a. Without additional memory, heightened traffic rate can lead
to excessive concurrent pipeline instances, risking memory exceedance. To mitigate this, JITI's
adaptive scheduler increases batch size, curtailing concurrent instances. Similarly, when MFR is
set, batch sizes rise to compensate for the larger feature sets and memory consumption in selected
inference pipeline. We also show that TTD rises with increasing batch size and traffic rate as
expected. Yet, even at a peak traffic rate of 15,000 flows/second, TTD remains well below 1 second,
significantly outperforming traditional PCIPs.

4.5 Analysis of JITI’s Performance Under Variable Load.

We analyze JITI’s adaptive behavior as traffic rate increases from 500 to 50,000 flows/s. Figure 8
shows how F1-score, batch size, memory, TTD, and the resulting optimization score evolve under
rising load (with memory capped at 7 GB for visualization).

At low rates (500-4k flows/s), JITI selects a single classifier: F1~0.826, batch size 30, and
TTD~0.22s. Memory grows linearly from 6.7 GB, nearly reaching the limit. The optimization
score, Score = %ﬁgf), remains high (~3.77). JITI does not simply pick the most accurate model,
but the one maximizing this ratio. At 4.5k flows/s, a larger batch (40) allows a slightly more accurate
classifier (F1~0.827), but higher TTD (0.23s) lowers the score to ~3.64. In the mid-range (5k-20k
flows/s), batch size grows (60-100), memory again nears the ceiling, and TTD rises (~0.25s). Around
11k flows/s, JITI switches to a faster but less accurate classifier (F1 drops to 0.77-0.74), improving
TTD slightly (0.23-0.25s) but reducing the score (3.35—3.13). At 20.5k flows/s, a previously infeasi-
ble high-accuracy model fits under batch size 300, restoring F1 to ~0.826 but with TTD~0.29s and
score~2.86. The scheduler thus optimizes F1-to-cost balance, not F1 alone. At high rates (20k-50k
flows/s), JITI alternates between accurate and efficient models depending on batch feasibility.
Around 27.5-30k, larger batches (300-400) lift F1 to ~0.77 but increase TTD to 0.30-0.31s, dropping
the score to ~2.61. Beyond 30k, batch size escalates (up to 800), memory saturates near 7 GB, F1
declines to ~0.69, and TTD stabilizes near 0.33s, causing a gradual score decay.

In short, the figure shows why the optimization score must decline monotonically with traffic:
OCc¢(B)—the operational cost dominated by TTD and memory overhead—grows with load, while
ACCc(B)—the F1-Score—can at best stabilize or partially rebound. As traffic increases, certain
classifier/batch-size combinations that previously maximized the score become infeasible under the
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Fig. 9. JITI’s adaptive batching behavior under memory and CPU constraints at increasing traffic rates.

memory constraint, forcing the scheduler to defer to the best remaining feasible option. This is not
a “bad choice,” but the intended behavior of JITI, which continuously re-optimizes the ACC/OC
trade-off to maintain feasibility and efficiency under system limits. Occasional rebounds in F1
occur when, at higher load, batching shifts resource usage so that a more accurate classifier—batch
size pair once again becomes the best feasible option. Nevertheless, the overall optimization score
necessarily drifts downward, correctly reflecting the growing cost of inference at scale.

4.6 Generalization to Additional Resource Constraints

While memory serves as the primary constraint in our evaluation, JITI readily adapts to other
system resources such as CPU capacity. To demonstrate this, we evaluate a Random Forest (RF)
implementation of JITI under CPU constraints. As Figure 7b shows, under fixed traffic rate, JITI
adjusts batch sizes and model selections in response to varying CPU availability, maintaining optimal
TTD without exceeding limits. The trends mirror those under memory constraints, underscoring
JITI’s robustness. As CPU usage nears saturation, the system proactively enlarges batches to reduce
concurrent pipelines and prevent over-utilization, sustaining low TTD within resource limits.
Moreover, Figure 9b demonstrates how JITI handles varying traffic rates when CPU capacity
is fixed. As traffic rates increase, JITI intelligently scales up the batch size to maintain efficient
throughput, thereby preventing CPU saturation. Despite these increases, the TTD remains well
within acceptable bounds, further confirming the efficiency of the scheduler in managing resource
constraints. Memory and CPU are just examples of system constraints. Thanks to its modular
design, JITI can extend to other limitations such as bandwidth or storage without major changes. Its
adaptability comes from decoupling inference model selection from resource monitoring, allowing
any metric to be incorporated into scheduling. The core functions—dynamic batching and optimal
model selection—remain intact, ensuring balanced accuracy and efficiency across environments.
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5 Related Work

Traffic inference has been a long-standing objective for researchers and practitioners. Early methods
often relied on heuristics such as TCP/UDP port numbers and payload signatures [3, 66, 78, 90,
100]. With the availability of large network traffic datasets and increased computing power, two
prominent ML-based method categories emerged: flow-statistics-based and packet-capture-based.
FSIPs train inference models using information from network flows, such as packet counts and sizes,
flow duration, and inter-arrival time [12, 49, 54, 55], or statistics from tools such as NetFlow [24] and
IPFIX [25]. While efficient in terms of operational constraint, e.g., TTD, and system constraints, e.g.,
memory usage, they are relatively brittle due to the constantly evolving nature of the Internet [14,
47,59, 67, 80, 93, 97]. Changes over time can alter the landscape of used traffic features, as domain
expert-crafted features are static and hard to update, especially with increasing level of encryption
making them unavailable or inaccurate. JITI aims to achieve similar efficiency of these methods
while overcoming their inherent limitations. Recent advancements in computing and ML have
fueled representation learning in traffic inference, offering inference pipelines that do not require
domain experts for feature identification [11, 12, 18, 28, 49, 62, 79, 87, 103]. These approaches,
often more accurate and robust, excel in detecting complex patterns in detailed packet-level
features, even amidst encryption. Yet, the higher inference accuracy comes at the cost of increased
overhead: preprocessing raw network data for ML model compatibility is both time and memory-
intensive [18, 28, 87, 103]. JITI achieves similar accuracy to these methods while overcoming
resource inefficiencies.

Beyond FSIPs and PCIPs, there also exists efficiency-oriented methods. Existing low-latency net-
work traffic inference pipelines mostly focus on enhancing efficiency by reducing model complexity
through lightweight models or simpler feature representations [27, 51, 56, 57, 73, 75, 91]. Others use
ensemble techniques or tree-structured ML to improve inference efficiency using diverse families of
ML algorithms [30, 33, 61]. These efforts focus primarily on model execution in inference pipelines,
but lack emphasis on optimizing inference pipelines for computational resources such as memory,
affecting their practicality. Current solutions often rely on specialized hardware like P4 switches,
which constrains generalizability [82, 88, 89].

Lastly, two additional strands of research provide useful context for our work: (1) general-
purpose adaptive inference serving systems that dynamically switch models or configurations,
and (2) network-specific analysis frameworks that explore in-network or runtime adaptation.
Adaptive inference serving frameworks dynamically select models or execution paths to meet
resource or latency constraints. Representative systems include Clipper [27], Jellyfish [68], and
CascadeServe [52], which switch among models or configurations at runtime to balance accuracy
and efficiency. While effective in generic ML serving contexts, these approaches are not designed
for network traffic inference, which must process high-throughput packet streams under strict
operational and system constraints. JITI differs by co-optimizing both the inference model (via
feature set selection) and batch size, tailored for traffic analysis workloads. Another line of work
integrates machine learning directly into network-specific inference systems. Jewel [5], for instance,
combines packet- and flow-level information but depends on programmable switch hardware
(P4), limiting deployability. Other systems such as FENXI [36] and Leo [43] introduce adaptive
mechanisms but only partially address the design space: FENXI supports adaptive batching without
model switching, while Leo provides runtime model switching without batch-level adaptation.
In contrast, JITI is a software-based solution on commodity hardware that unifies both adaptive
batching and model selection, enabling constraint-aware inference in high-load access networks.

Proc. ACM Netw., Vol. 3, No. CONEXT4, Article 45. Publication date: December 2025.



45:18 Xi Jiang et al.

6 Discussion and Future Work

Beyond Packet Headers. Our evaluation has focused on packet header features to validate JITL
Incorporating additional derived or cross-layer features could further improve inference accuracy
and efficiency. Future work will test JITT's robustness under such extended feature spaces to provide
deeper insights into its effectiveness across diverse networked systems.

Ensemble Models. The flexible feature sets of JITI allow selecting models best suited to chosen
inputs, and integrating diverse model types and architectures may improve efficiency and accuracy.
While preprocessing efficiency is our main goal, ensemble approaches remain a promising extension.

Model Retraining and Offline Cost. Retraining to handle new inference tasks and data/model
drift is outside our scope but well studied [37, 63, 96]. Our focus is efficient deployment of trained
models. Although JITI’s offline optimization steps can be computationally intensive, they are
essential for tuning to deployment environments and do not affect real-time inference.

Generalization to System Constraints and Models. The scheduler can optimize accuracy-to-
operational-cost ratios for any measurable resource metric and filter out combinations that violate
constraints, including multiple simultaneous ones through extra condition checks. Its modular
design ensures adaptability to diverse models and environments, as demonstrated in Section 4.4
using memory as the main constraint and CPU capacity as an example.

Encrypted Network Traffic. Highly encrypted traffic (e.g., QUIC, VPN) obscures packet con-
tents, making ML-based inference harder. Evaluating JITI under different encryption levels is
promising, as its adaptable feature sets may mitigate risks of overfitting to limited observable
features.

Dataset Limitations. Curated datasets may be outdated or misrepresent Internet topology,
as seen with ISCX VPN-NonVPN [32], CAIDA [1], and QUIC [92]. Many also lack flow-level
application/service labels critical for inference evaluation. Future work should assess JITI with
real-time, labeled traffic data to strengthen practical applicability.

Accuracy Guarantees Under Peak Load. A natural concern in real-world deployments is the
acceptability of accuracy losses during peak traffic conditions, precisely when traffic classification is
most critical. JITI partially addresses this by allowing deployments to specify a minimum F1-score
requirement (p). The MFR is optional because different deployments may prioritize efficiency over
accuracy, or conversely demand strict accuracy floors. By making y tunable rather than fixed, JITI
ensures that operators can explicitly control this trade-off. However, using MFR also limits the
usable model set, which can cause JITI to become load-limited if load exceeds what this subset of
models can support—a potential direction for future research.

7 Conclusion

Network traffic inference at varying traffic rates with limited resources is challenging for a spectrum
of network management tasks. Conventional flow-statistics-based methods are efficient but struggle
with accuracy as the Internet evolves, whereas raw packet-capture-based inference pipelines boost
accuracy but are slow and resource-intensive. This paper introduces the Just-in-Time Traffic
Inference (JITI) system, which balances inference accuracy and efficiency under different traffic
rates while meeting system constraints. We develop an efficient exploration algorithm to create a
pool of inference models and an online adaptive scheduler to choose the most appropriate model
and batch size considering resource availability and traffic rate. Evaluation shows that the system
(1) performs better (>18% higher in F1-Score) than flow-statistics-based methods, and (2) processes
traffic ~127x faster compared to conventional packet-capture methods. The system’s potential
extends beyond traffic inference, with prospects for addressing other tasks that rely on ML-based
inference in networked systems.
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A Additional JITI Feature Analysis

TTD Me‘mory Performance

Feature Sets (seconds) Requirement (F1-Score)

(MB per instance)

ipv4-dfbit&tep-fin&ipv4-ttl&tep-ackf 0.303 315 0.744
ipv4-dfbit&tep-fin&ipv4-ttl&tep-doff&tep-acks 0.318 323 0.772
ipv4-dfbit&tep-fin&ipv4-ttl&tep-doff 0.32 317 0.773
ipv4-dfbit&tep-fin&ipv4-ttl&tep-doff&tep-psh 0.326 321 0.774
ipv4-dfbit&tep-fin&ipv4-ttl&tep-doff&tep-ackf&tep-psh 0.334 323 0.791
ipv4-dfbit&tep-fin&ipv4-ttl 0.293 317 0.693
ipv4-dfbit&tep-fin&ipv4-ttl&tep-psh 0.307 321 0.716
ipv4-dfbit&tcp-fin&tep-wsize 0.316 321 0.736
ipva-dfbit&ipva-ttl 0.282 331 0.655
ipv4-dfbit&tcp-fin&ipv4-ttl&tep-wsize 0.357 317 0.826
ipv4-dfbit&tep-fin&ipv4-ttl&tep-doff&ipv4-tos 0.352 323 0.797
ipv4-dfbit&tep-fin&ipv4-ttl&tep-doff&tep-ackf&ipv4-tos 0.354 317 0.792
ipv4-dfbit&tep-fin&ipv4-ttl&ipv4-tl 0.362 319 0.8
ipv4-dfbit&tep-fin&ipv4-ttl&tep-doff&udp-cksum 0.373 338 0.815
ipv4-dfbit&tep-fin&ipv4-ttl&tep-doff&tep-ackf&udp-cksum 0.376 312 0.815

Table 5. Top 15 inference models in the pool generated for evaluation purpose, with the highest performance-
to-efficiency ratios at a selected batch size of 500 flows.

A.1 JITI Comparison to Simple Lightweight Pipelines

In addition to our primary baseline comparisons, we provide supplementary analysis (Table 6)
to further demonstrate the effectiveness of JITI’s flexibility in feature selection and its adaptive
scheduler in achieving high F1-Scores and low TTDs. Specifically, we created five additional
lightweight PCIPs using the LightGBM algorithm. These pipelines use models that rely on a limited,
fixed set of heuristic-based features selected based on the highest Bf—f’sl ratios using the heuristic
introduced in Section 3.1, but do not support flexible adjustments to feature requirements as JITI
does. The results show that JITI consistently outperforms all five lightweight PCIPs, achieving
significantly lower TTD and superior inference accuracy.

Classifier Features F1-Score | TTD (seconds)
;gi Eﬁgﬁtggm Z ; g) 85) Dynamically Chosen by Adaptive Scheduler 82(5) 83?

LightGBM 1 ipv4-dfbit 0.32 0.63

LightGBM 2 ipv4-dfbit&tcp-fin 0.42 0.88

LightGBM 3 ipv4-dfbit&tep-fin&ipv4-ttl 0.7 01.26
LightGBM 4 ipv4-dfbit&tep-fin&ipv4-ttl&tep-doff 0.77 1.33

LightGBM 5 ipv4-dfbit&tep-fin&ipv4-ttl&tep-doff&tep-ackt | 0.77 1.48

Table 6. JITI implementations with LightGBM surpasses all simple LightGBM classifiers with small fixed
feature requirements in terms of TTD and classification performance..

Received June 2025; accepted September 2025

Proc. ACM Netw., Vol. 3, No. CONEXT4, Article 45. Publication date: December 2025.



	Abstract
	1 Introduction
	2 Motivation
	2.1 Existing Methods
	2.2 Accuracy and Efficiency Trade-offs
	2.3 Deployment Scenario and System Constraints.

	3 Just-in-Time Traffic Inference
	3.1 Heuristics-based Feature Exploration and Inference Model Generation
	3.2 Accuracy and Efficiency Measurements at Varying Batch Sizes
	3.3 Adaptive Scheduler

	4 Evaluation
	4.1 Evaluation Setup
	4.2 Accuracy in Unconstrained Environments
	4.3 Suitability for Resource-Constrained Environments
	4.4 Behaviors Under Varying System Constraints and Traffic Rates
	4.5 Analysis of JITI's Performance Under Variable Load.
	4.6 Generalization to Additional Resource Constraints

	5 Related Work
	6 Discussion and Future Work
	7 Conclusion
	References
	A Additional JITI Feature Analysis
	A.1 JITI Comparison to Simple Lightweight Pipelines


